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Abstract

This research investigates the nuanced performance dynamics of machine learning algorithms across datasets of varying sizes. Employing three distinct datasets characterized by different sample sizes, we implement four machine learning algorithms—Logistic Regression, K Nearest Neighbors (KNN), Naïve Bayes, and Random Forest. This paper delineates the application methodologies, hyperparameter tuning procedures, and the resultant performance outcomes. Our findings reveal that Logistic Regression and Naïve Bayes exhibit relatively minor sensitivity to dataset size fluctuations. In stark contrast, KNN is markedly influenced by dataset size, showcasing significant performance variations. Notably, Random Forest demonstrates consistently superior performance across the four machine learning models considered, particularly excelling with the largest datasets. The implications of these observations are discussed, contributing to a comprehensive understanding of the interplay between machine learning algorithms and dataset characteristics. The effectiveness of a machine learning algorithm does not rely solely on expanding the dataset size. Our research indicates that, once a certain threshold is reached, merely increasing the dataset size does not proportionally improve performance.
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# Introduction

The field of machine learning is at the forefront of modern computing advances, providing transformative solutions for a wide range of fields. The core of its capabilities lies in the ability to adapt different algorithms and apply them to different datasets. This study titled "A Comparative Analysis of Machine Learning Algorithm Across Diverse Datasets" embarks on a journey of discovery to understand the complexity and performance of various machine learning algorithms when applied to different datasets.

In the ever-expanding field of data, choosing the right machine learning algorithm becomes crucial. This choice is often influenced by many factors, such as the size of the dataset, its complexity, and the character of the features involved. Recognizing this, our research delves into a comprehensive comparison of four widely used machine learning algorithms: logistic regression, Naïve Bayes, random forests, and K nearest neighbors (KNN). Each of these algorithms has a unique approach to learning from data for three different datasets: adult income, airline satisfaction, and credit approval.

Each dataset presents a unique set of challenges and characteristics. For example, the Adult Income dataset reflects variables that influence income levels, while the Airline Satisfaction dataset provides insights into customer satisfaction parameters in the airline industry. On the other hand, the credit approval dataset contains factors that influence credit card approval decisions. This diversity of datasets allows for a robust analysis of how dataset characteristics affect the performance and applicability of each algorithm.

The purpose of this study is not only to compare the effectiveness of these algorithms on different datasets, but also to provide a framework to help select the most appropriate algorithm based on dataset characteristics. By examining the interactions between algorithms and datasets, this study aims to reveal the decisions that shape the future of machine learning applications.

Through this comparative analysis, we aspire to contribute to a broader understanding of machine learning algorithms, fostering more informed algorithmic choices and application approaches in different real-world scenarios.

# Literature Review

In recent studies, researchers persist in exploring and comparing multiple machine learning models across various scenarios and datasets. Some of the study such as **Error! Reference source not found.** focused on evaluating the performance of various models on a small dataset. Khanam, J.J.et al. **Error! Reference source not found.** applied seven different ML algorithms on diabetes prediction, including Decision Tree(DT), KNN, Random Forest(RF), Naïve Bayes(NB), Adaptive Boosting, Logistic Regression, SVM to predict and evaluate their performance. The dataset used is Pima Indian diabetes datasets (PIDD) with 9 attributes and 768 observations. Most of the models are intuitively provide over 70% accuracy. Whereas the models built with Logistic regression and SVM deliver better performance, the accuracy achieve 78.78% and 77.71% respectively. However, Dris, A.B.et al. [2] focus more on investigating the impact of model performance on small datasets with different number of features and instances. Among the three employed machine learning algorithms, Decision Tree, SVM and Naïve Bayes, SVM delivered overall the best classification accuracy and Naïve Bayes has worse performance.

Concurrently, scholars are directed towards the investigation of large datasets, given their inherent susceptibility to overfitting. Addressing the primary concern associated with large datasets, the exploration of diverse machine learning models to identify those that effectively mitigate the impact of overfitting emerges as a pivotal topic within the research field. Catal, C.et al. [3] used five public NASA datasets from PROMISE repository to construct and evaluate software fault prediction model on the dimensions of dataset size and features selection. According to the study, Random Forest was concluded to deliver the higher prediction accuracy for large dataset, and Naïve Bayes provides best performance on the small dataset.

Similar relate works [4], Althnian, A.et al. aim to investigate the impact of dataset size on the performance of widely used supervised machine learning models, where two large datasets and three size reduced subset of dataset from the two large datasets are employed. According to the experiment result, AB and NB emerged as the most robust models for limited size of dataset, whereas Decision Tree exhibited the poorest performance. Additionally, the results imply the overall model performance is influenced more by the distribution of dataset rather than its size.

In this research work, three datasets from different areas of classification problem are selected, while two large datasets and one small dataset with close number of features are selected. Four commonly used supervised machine learning models, Logistic regression (LR), Random Forest (RF), K-Nearest Neighbor and Naïve Bayes are applied for performance evaluation.

# Methods and Experiments

## Datasets

In the context of this project, three datasets have been chosen from the UC Irvine repository and Kaggle website. Among them, two are sizable datasets—dataset 2 and dataset 3—each encompassing over a thousand instances with varying numbers of features. Specifically, dataset 3 is focused on predicting passengers' satisfaction based on their inflight habits and personal information, while dataset 2 is geared towards predicting income ranges, distinguishing between those above and below five thousand. On the other hand, dataset 1 is comparatively smaller, consisting of approximately 700 instances and a similar number of features. This dataset pertains to the prediction of credit approval decisions.

|  |  |  |  |
| --- | --- | --- | --- |
|  | Dataset Name | Number of features | Number of Instances |
| Dataset1 | Credit Approval | 16 | 690 |
| Dataset2 | Adult | 14 | 32561 |
| Dataset3 | Airlines | 25 | 103904 |

Table : Datasets information.

## Data preprocessing

### Normalization

In the chosen datasets, a significant number of features exhibit skewness and imbalance to some degree. Specifically, for strongly skewed features like "captain loss" and "captain gain," within the income prediction dataset, Min-Max scaling is the preferred standardization method due to its robustness to outliers. Conversely, for features with a more bell-shaped distribution, Z-score scaling is under consideration.

### Feature encoding

In the preprocessing phase, two primary encoding techniques are employed, which are label encoding and ordinal encoding. Label encoding is selected in this task work due to its simplicity and memory usage reduction. However, when wording with features exhibiting a meaningful order, such as the in-flight class and airline passengers’ satisfaction prediction dataset or the education level in an income prediction dataset, it is preferrable to apply ordinal encoding.

### Feature selection

In the phase of data preprocessing, meticulous scrutiny was applied to the features, leading to the removal of those exhibiting high correlations. For instance, in Dataset 3, a heatmap was generated to visually assess correlations among features. Subsequently, a detailed comparison and data analysis were conducted to identify and eliminate redundant features based on the observed correlations.

## Model Construction

### Logistic Regression Algorithm

Logistic Regression is a predictive analysis algorithm and a type of classification algorithm. It is used when the response variable is categorical in nature. For binary classification problems, the algorithm predictions are binary or dichotomous, such as Yes/No, Positive/Negative, 1/0, and so on.

In our study, the initial model of Logistic Regression was applied to all three datasets. We further refined the model through hyperparameter tuning using GridSearchCV, which searches through a specified parameter grid to determine the combination that results in the best cross-validation score. The parameters tuned included 'C' for regularization strength, 'penalty' for the norm used in the penalization, 'solver' for the optimization algorithm, and 'tol' for the tolerance for stopping criteria. Because the most optimal hyperparameter contributes most to a LR model.

### Naïve Bayes Algorithm

Naive Bayes is a versatile and efficient probabilistic supervised machine learning algorithm widely employed for classification tasks. The fundamental concept behind this algorithm involves calculating the probability of instances belonging to a specific class using Bayes' theorem. It learns the prior probability and likelihood of each feature occurring in each class, subsequently making predictions based on these probability calculations. One of the most significant advantages of Naive Bayes is its lack of hyperparameters, coupled with computational efficiency, making it a favorable choice for handling large datasets. However, it is important to note that the "naive" assumption, which assumes variables are conditionally independent and follow specific distributions, can be limiting. This limitation becomes apparent when the assumption is violated, particularly in real-world scenarios where ideal conditions may not always apply.

In the context of this study, three Naive Bayes models were constructed for different datasets, each assuming features follow Gaussian, Multinomial, and Bernoulli distributions, respectively. The datasets encompass a variety of predictor types, including continuous, discrete, and Boolean features, each corresponding to a well-suited distribution. Consequently, the key to constructing effective Naive Bayes models lies in determining the most suitable distribution type for each dataset scenario.

### K-Nearest Neighbors Algorithm

K-Nearest Neighbors (KNN) stands out as a robust and intuitive supervised machine learning algorithm, providing an effective and straightforward approach for both classification and regression tasks. As the name suggests, KNN employs a neighborhood-centric learning strategy, making predictions based on the characteristics of nearby neighbors. The parameter “k”, representing the number of neighbors taken into consideration, plays a crucial role in shaping the predictive outcome.

In this task, a KNN model was constructed, utilizing the Euclidean distance as the metric to locate the surrounding k neighbors. To determine the optimal number of neighbors for the model, an exhaustive search ranging from one to fifty with a step of one was conducted. Subsequently, stratified k-fold cross-validation was applied to the dataset, and the cross-validation scores were obtained. The parameter "k" corresponding to the highest cross-validation score was chosen as the optimal number of neighbors for this study.

### Random Forest

Random Forest is a widely adopted ensemble learning approach employed for tasks involving both classification and regression in the domain of supervised learning. Classified within the family of decision tree-based methods, it is recognized for its notable accuracy, resilience, and effectiveness in handling substantial datasets characterized by a multitude of features. Ensemble learning means that it combines the predictions from multiple models to make a final prediction. In the case of Random Forest, these models are decision trees. Random Forest uses a technique called bagging, where multiple decision trees are trained on different subsets of the training data. Each subset is created by randomly sampling with replacement (bootstrap sampling) from the original dataset. For classification tasks, Random Forest typically uses a majority voting scheme, where the class predicted by most trees is selected as the final prediction. For regression tasks, it averages the predictions of individual trees.

For this classification task, Random Forest was selected as one of the comparative learning algorithms. The Sklearn library was utilized to construct the Random Forest classifier using the "RandomForestClassifier" command on the training data. Subsequently, we conducted a comparison between Random Search and Grid Search to identify optimal hyperparameters. These hyperparameters included the number of trees in the forest (n\_estimators), the minimum number of samples required to split an internal node (min\_sample\_split), the minimum number of samples required at a leaf node (min\_sample\_leaf), and the number of features to consider when searching for the best split (max\_depth), also referred to as the maximum depth of trees. Finally, the determined optimal hyperparameters were applied to fit the test dataset, and the performance was evaluated.

# Results

Based on the results presented in the following tables, LR, KNN, NB, and RF were evaluated using performance metrics such as accuracy, precision, recall, and F1-score. Notably, LR exhibited consistent performance across the three datasets, with its best performance observed in the credit approval prediction dataset, the smallest among the three with multiple multiclass features. This suggests that LR is less influenced by dataset size and is more affected by the types of features and their quantity. In contrast, Random Forest demonstrated the highest overall accuracy among the four models, particularly excelling in predicting airline passengers' satisfaction. This dataset, characterized by multiclass features and a mix of continuous values, showcased RF's superior performance. Naïve Bayes (NB) yielded varying accuracy levels across three distinct types, strongly influenced by feature distribution and types. Similar to RF, NB performed exceptionally well in predicting airline passengers' satisfaction. Conversely, KNN exhibited the most fluctuating accuracy, reaching over 90 percent in the airline dataset but only delivering 73 percent accuracy in the credit dataset. This indicates that KNN is the most sensitive model among the four, responding differently to variations in dataset characteristics.

Simultaneously, due to the presence of imbalances and skewness in the selected datasets, both macro-average and weighted-average evaluation metrics are computed. This approach offers insights into the imbalance within the datasets. Upon comparing the two averaging methods, it is observed that only the adult income prediction dataset exhibits a significant difference between macro and weighted average evaluation metrics. This discrepancy underscores that the adult income prediction dataset is the most imbalanced among the three.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset1: Credit | Accuracy | Precision (MacroAverage) | Recall (MacroAverage) | F1-Score (MacroAverage) |
| Logistic Regression | 0.85 | 0.86 | 0.86 | 0.85 |
| KNN | 0.73 | 0.74 | 0.70 | 0.70 |
| Naive Bayes - GaussianNB | 0.82 | 0.83 | 0.80 | 0.80 |
| Naive Bayes - BernoulliNB | 0.83 | 0.85 | 0.81 | 0.82 |
| Naive Bayes - MultinomialNB | 0.72 | 0.72 | 0.72 | 0.72 |
| Random Forest | 0.90 | 0.90 | 0.90 | 0.90 |

Table : Performance evaluation of LR, KNN, NB, RF, dataset Credit, macro average.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset2: Adult | Accuracy | Precision (MacroAverage) | Recall (MacroAverage) | F1-Score (MacroAverage) |
| Logistic Regression | 0.84 | 0.80 | 0.74 | 0.76 |
| KNN | 0.84 | 0.79 | 0.74 | 0.76 |
| Naive Bayes - GaussianNB | 0.72 | 0.70 | 0.77 | 0.69 |
| Naive Bayes - BernoulliNB | 0.79 | 0.72 | 0.76 | 0.74 |
| Naive Bayes - MultinomialNB | 0.79 | 0.71 | 0.59 | 0.60 |
| Random Forest | 0.87 | 0.84 | 0.77 | 0.80 |

Table :Performance evaluation of LR, KNN, NB, RF, dataset Adult, macro average

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset3: Airline | Accuracy | Precision (MacroAverage) | Recall (MacroAverage) | F1-Score (MacroAverage) |
| Logistic Regression | 0.87 | 0.87 | 0.87 | 0.87 |
| KNN | 0.93 | 0.94 | 0.93 | 0.93 |
| Naive Bayes - GaussianNB | 0.86 | 0.86 | 0.86 | 0.86 |
| Naive Bayes - BernoulliNB | 0.78 | 0.77 | 0.78 | 0.77 |
| Naive Bayes - MultinomialNB | 0.82 | 0.82 | 0.81 | 0.81 |
| Random Forest | 0.96 | 0.96 | 0.96 | 0.96 |

Table :Performance evaluation of LR, KNN, NB, RF, dataset Airline, macro average

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset1: Credit | Accuracy | Precision (WeightedAverage) | Recall (WeightedAverage) | F1-Score (WeightedAverage) |
| Logistic Regression | 0.85 | 0.86 | 0.85 | 0.85 |
| KNN | 0.73 | 0.74 | 0.73 | 0.72 |
| Naive Bayes - GaussianNB | 0.82 | 0.82 | 0.82 | 0.81 |
| Naive Bayes - BernoulliNB | 0.83 | 0.84 | 0.83 | 0.83 |
| Naive Bayes - MultinomialNB | 0.72 | 0.72 | 0.72 | 0.72 |
| Random Forest | 0.90 | 0.90 | 0.90 | 0.90 |

Table : Performance evaluation of LR, KNN, NB, RF, dataset Credit, weighted average.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset2: Adult | Accuracy | Precision (WeightedAverage) | Recall (WeightedAverage) | F1-Score (WeightedAverage) |
| Logistic Regression | 0.84 | 0.84 | 0.84 | 0.84 |
| KNN | 0.84 | 0.83 | 0.84 | 0.83 |
| Naive Bayes - GaussianNB | 0.72 | 0.83 | 0.72 | 0.74 |
| Naive Bayes - BernoulliNB | 0.79 | 0.82 | 0.79 | 0.80 |
| Naive Bayes - MultinomialNB | 0.79 | 0.76 | 0.79 | 0.75 |
| Random Forest | 0.86 | 0.86 | 0.86 | 0.85 |

Table : Performance evaluation of LR, KNN, NB, RF, dataset Adult, weighted average.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Dataset3: Airline | Accuracy | Precision (WeightedAverage) | Recall (WeightedAverage) | F1-Score (WeightedAverage) |
| Logistic Regression | 0.87 | 0.87 | 0.87 | 0.87 |
| KNN | 0.93 | 0.93 | 0.93 | 0.93 |
| Naive Bayes - GaussianNB | 0.86 | 0.86 | 0.86 | 0.86 |
| Naive Bayes - BernoulliNB | 0.78 | 0.78 | 0.78 | 0.78 |
| Naive Bayes - MultinomialNB | 0.82 | 0.82 | 0.82 | 0.82 |
| Random Forest | 0.96 | 0.96 | 0.96 | 0.96 |

Table : Performance evaluation of LR, KNN, NB, RF, dataset Airline, weighted average.

Figure : ML models performance comparison over all three datasets.

# Discussion

According to the results above, we discussed two main aspects of the relationship between the algorithms of machine learning (LR, KNN, NB and RF) and the sizes of datasets. One is the performance stability analysis of each specific learning algorithm on varied sizes of datasets. And the other is the comparison analysis of different algorithms’ performance on large or small datasets.

From the experiment results, we find that LR is the least sensitive algorithm to datasets change, while the performance of KNN fluctuates a lot on varied sizes of datasets. Accuracy values of LR for the three different experiment datasets are all above 0.84, indicating a satisfactory result. According to [5], for observational studies that involve logistic regression in the analysis, [5] recommends a minimum sample size of 500 to derive statistics that can represent the parameters in the targeted dataset. The smallest dataset we have is 690 samples. Therefore, the correct minimum size of dataset lays the foundation for LR effective prediction. Meanwhile, the performance of LR is stable, only differing within 3% on accuracy. This finding is the same with [6] - Researchers tried to find the effect of dataset size and interactions on prediction performance of logistic regression and deep learning models and their result is whatever the interaction order, increasing the dataset size did not significantly affect model performance, especially that of machine learning models – logistic regression.

On the flip side, the performance of KNN exhibits discernible fluctuations with variations in dataset size. The outcomes suggest a relatively positive correlation, indicating that as the dataset size increases, KNN tends to deliver improved performance. Just as J. Scott Olsson’s research [7], the accuracy of KNN is contingent on the parameter 'k', especially with little available data, and the optimal 'k' tends to rise with the size of the training data.

Similar observations hold true for Naïve Bayes, demonstrating robutst and consistent performance across the three selected datasets. In our experiments, we developed three Naïve Bayes model: Gaussian NB, Bernoulli NB, and Multinomial NB. The performance of these models is intricately linked to the type of features, effectively capturing the prevalent feature distribution across the entire dataset. The model with the highest accuracy is chosen to represent the ultimate evaluation performance of Naïve Bayes. Examining the performance details presented in the result table, it becomes apparent that the size of the dataset may not be a critical factor influencing Naïve Bayes performance. Instead, the performance is more reliant on the attributes of the features. For instance, in dataset 1, the performance of the constructed Multinomial NB model is slightly inferior to the other two models. This implies that the variable distribution in dataset 1 aligns more closely with a Gaussian or Bernoulli distribution. In such cases, if the NB model is constructed based on the assumption that features follow a multinomial distribution, the performance will be notably degraded.

However, from the perspective of Random Forest, its performance is also satisfactory, consistently achieving accuracy values above 0.87. Notably, Random Forest demonstrates its best performance on the largest dataset, dataset 3, with accuracy surging to 0.96. It further proves the capability of Random Forest to effectively handle large and complex datasets, leveraging its ability to learn intricate details as the dataset size increases. Moreover, Random Forest exhibits commendable robustness in dealing with outliers and displays a high level of generalization across different types of features. Nevertheless, one notable drawback of Random Forest is its high complexity. The procedure of hyperparameters tunning to construct an optimal model that best fits the dataset can be time-consuming, rendering the computational cost relatively hight.

In general, all learning algorithms, except KNN, exhibit satisfactory performance in the smallest dataset (Dataset 1). In the case of the medium-sized dataset (Dataset 2), there is no notable difference in the performance of any algorithm. However, when dealing with the largest dataset (Dataset 3), stability is upheld by Logistic Regression (LR), while the performance of all other algorithms displays improvement. Notably, significant enhancements are observed, particularly for KNN and Random Forest (RF).

# Conclusion:

Our comprehensive study offers pivotal insights into the performance dynamics of various machine learning algorithms across datasets of differing sizes. We meticulously evaluated four widely-adopted algorithms—Logistic Regression (LR), K Nearest Neighbors (KNN), Naïve Bayes (NB), and Random Forest (RF)—across three distinct datasets.

Both Logistic Regression and Naïve Bayes algorithms demonstrated a remarkable stability in performance, irrespective of dataset size fluctuations. This robustness can be attributed to their inherent algorithmic structures, making them reliable choices for varied datasets, particularly when computational efficiency and generalizability are pivotal.

The KNN algorithm exhibited significant variability in performance contingent on dataset size. Our findings underscore that KNN's efficacy is largely dependent on the dataset’s volume, with larger datasets generally enhancing its predictive accuracy. This suggests that KNN may be more suited for scenarios where sufficient data is available, and its parameter 'k' can be optimally tuned.

Random Forest emerged as a notably powerful algorithm, especially with larger datasets. Its ensemble approach, combining multiple decision trees, allows it to excel in complex scenarios involving substantial datasets. This characteristic makes RF an ideal candidate for applications where large-scale data is prevalent and where model robustness is critical.

The efficiency of a machine learning algorithm is not solely dependent on increasing dataset size. Our study suggests that, beyond a certain threshold, simple enlarging the dataset does not proportionally enhance performance. This finding emphasizes the importance of considering other factors such as feature selection, algorithm tuning, and computational efficiency in the data-algorithm interplay. According to research paper from Mo, H. et al. [8], depending on the size of the data set, adjusting the hyperparameters in the algorithm can significantly affect the performance of the algorithm.

Our research contributes significantly to the understanding of machine learning algorithms' performance across various datasets. It underscores the importance of choosing the right algorithm based on the specific characteristics and size of the dataset, thereby guiding future applications and developments in the field of machine learning.
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| Siqi Wang | Coding:  - LR model construction  - Dataset preprocessing  Report:  - Introduction  - Methods and experiments  - Results  - Conclusion |
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